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1 INTRODUCTION
Continuous integration (CI) systems automate the compilation, building, and testing of software. CI usage is widespread throughout the software development industry. For example, the “State of Agile” industry survey [51], with 3,880 participants, found half of the respondents use CI. The “State of DevOps” report [33], a survey of over 4,600 technical professionals from around the world, finds CI to be an indicator of “high performing IT organizations”. We previously reported [19] that 40% of the 34,000 most popular open-source projects on GitHub use CI, and the most popular projects are more likely to use CI (70% of the top 500 projects).

Despite the widespread adoption of CI, there are still many unanswered questions about CI. In one study, Vasilescu et al. [50] show that CI correlates with positive quality outcomes. In our previous work [19], we examine the usage of CI among open-source projects on GitHub, and show that projects that use CI release more frequently than projects that do not. However, these studies do not present what barriers and needs developers face when using CI, or what trade-offs developers must make when using CI.

To fill in the gaps in knowledge about developers’ use of CI, we ask the following questions: What needs do developers have that are unmet by their current CI system(s)? What problems have developers experienced when configuring and using CI system(s)? How do developers feel about using CI? Without answers to these questions, developers can potentially find CI more obstructive than helpful, tool builders can implement unneeded features, and researchers may not be aware of areas of CI usage that require further examination and solutions that can further empower practitioners.

To answer these questions, we employ complementary established research methodologies. Our primary methodology is interviews with 16 software developers from 14 different companies of all sizes. To triangulate [15] our findings, we deploy two surveys. The Focused Survey samples 51 developers at Pivotal1. The Broad Survey samples 523 participants, of which 95% are from industry, and 70% have seven or more years of software development experience. The interviews provide the content for the surveys, and the Focused Survey provides depth, while the Broad Survey provides breadth. Analyzing all this data, we answer four research questions:

RQ1: What barriers do developers face when using CI? (see §4.1)
RQ2: What unmet needs do developers have with CI tools? (see §4.2)
RQ3: Why do developers use CI? (see §4.3)
RQ4: What benefits do developers experience using CI? (see §4.4)

1 pivotal.io
Based on our findings, we identify three trade-offs developers face when using CI. Other researchers [32, 34, 53] have identified similar trade-offs in different domains. We name these trade-offs Assurance, Security, and Flexibility.

Assurance describes the trade-off between increased testing effort and the extra cost of performing testing. Rothermel et al. [34] identify this trade-off as a motivation for test prioritization.

Security describes the trade-off between increased security measures, and the ability to access and modify the CI system as needed. Post and Kagan [32] found a third of knowledge workers report security restrictions hinder their ability to perform their jobs. We observe this issue also applies to CI users.

Flexibility describes the trade-off that occurs when developers want systems that are both powerful and highly configurable, yet at the same time, they want those systems to be simple and easy to use. Xu et al. [53] identify the costs of over-configurable systems and found that these systems severely hinder usability. We also observe the tension from this trade-off among developers using CI.

In the context of these three trade-offs, we present implications for three audiences: developers, tool builders, and researchers. For example, developers face difficult choices about how much testing is enough, and how to choose the right tests to run. Tool builders should create UIs for CI users to configure their CI systems, but these UIs should serialize configurations out to text files so that they can be kept in version control. Researchers have much to bring to the CI community, such as helping with fault localization and test parallelization when using CI, and examining the security challenges developers face when using CI.

This paper makes the following contributions:

1. We conduct exploratory semi-structured interviews with 16 developers, then triangulate these findings with a Focused Survey of 51 developers at Pivotal and a Broad Survey of 523 developers from all over the world.
2. We provide an empirically justified set of developers’ motivations for using CI.
3. We expose gaps between developers’ needs and existing tooling for CI.
4. We present actionable implications that developers, tool builders, and researchers can build on.

The interview script, code set, survey questions, and responses can be found at http://cope.eecs.oregonstate.edu/CI_Tradeoffs

2 BACKGROUND

The idea of Continuous Integration (CI) was first introduced [6] in the context of object-oriented design: “At regular intervals, the process of continuous integration yields executable releases that grow in functionality at every release...” This idea was then adopted as one of the core practices of Extreme Programming (XP) [3].

The core premise of CI, as described by Fowler [14], is that the more often a project integrates, the better off it is. CI systems are responsible for retrieving code, collecting all dependencies, compiling the code, and running automated tests. The system should output “pass” or “fail” to indicate whether the CI process was successful.

We asked our interview participants to describe their CI usage pipeline. While not all pipelines are the same, they generally share some common elements.

Changesets are a group of changes that a developer makes to the code. They may be a single commit, or a group of commits, but they should be a complete change, so that after the changeset is applied, they should not break the program.

When a CI system observes a change made by developers, this triggers a CI event. How and when the CI is triggered is based on how the CI is configured. One common way to trigger CI is when a commit is pushed to a repository.

For the CI to test the code without concern for previous data or external systems, it is important that CI runs in a clean environment. The automated build script should be able to start with a clean environment and the product from scratch before executing tests. Many developers use containers (e.g., Docker [2]) to implement clean environments for builds.

An important step in the CI pipeline is confirming that the changeset was integrated correctly into the application. One common method is a regression test suite, including unit tests and integration tests. The CI system can also perform other analyses, such as linting or evaluating test coverage.

The last step is to deploy the artifact. We found some developers consider deployment to be a part of CI, and others consider continuous deployment (CD) to be a separate process.

3 METHODOLOGY

Inspired by established guidelines [24, 28, 31, 41, 48], the primary methodologies we employ in this work are interviews with software developers and two surveys of software developers to triangulate [15] our findings.

Interviews are a qualitative method and are effective at discovering the knowledge and experiences of the participants. However, they often have a limited sample size [41]. Surveys are a quantitative technique that summarizes information over a larger sample size and thus provides broader results. Together, they provide a much clearer picture than either can provide alone.

We first use interviews to elicit developers experiences and expectations when working with CI, and we build a taxonomy of barriers, unmet needs, motivations, and experiences. We build a survey populating the answers to each question with the results of the interviews. We deploy this survey at Pivotal, a software and services company, that also develops a CI system, Concourse [3]. To gain an even broader understanding, we also deploy another survey via social media. The interview script, code set, survey questions, and the responses can be found on our companion site.

3.1 Interviews

We used semi-structured interviews “which include a mixture of open-ended and specific questions, designed to elicit not only the information foreseen, but also unexpected types of information” [41].

We developed our interview script by performing iterative pilots. We initially recruited participants from previous research, and then used snowball sampling to reach more developers. We interviewed 16 developers from 14 different companies, including large...
software companies, CI service companies, small development companies, a telecommunications company, and software consultants. Our participants had over eight years of development experience on average. We assigned each participant a subject number (Table 1). They all used CI, and a variety of CI systems, including Concourse\(^{6}\), Jenkins\(^{9}\), Travis\(^{6}\), CruiseControl.NET\(^{3}\), CircleCI\(^{8}\), TeamCity\(^{8}\), XCode Bots\(^{9}\), Buildbot\(^{10}\), Wercker\(^{11}\), appVeyor\(^{12}\), and proprietary CI systems. Each interview lasted between 30 and 60 minutes, and the participants were offered a US$50 Amazon gift card for participating.

The interviews were based on the research questions presented in Section 1. The following are some examples of the questions that we asked in the interview:

- Tell me about the last time you used CI.
- What tasks prompt you to interact with your CI tools?
- Comparing projects that do use CI with those that don’t, what differences have you observed?
- What, if anything, would you like to change about your current CI system?

We coded the interviews using established guidelines from the literature\(^{35}\) and followed the guidance from Campbell et al.\(^{7}\) on specific issues related to coding semi-structured interview data, such as segmentation, codebook evolution, and coder agreement.

The first author segmented the transcript from each interview by units of meaning\(^{7}\). The first two authors then collaborated on coding the segmented interviews, using the negotiated agreement technique to achieve agreement\(^{7}\). Negotiated agreement is a technique where both researchers code a single transcript and discuss their disagreements in an effort to reconcile them before continuing on. We coded the first eight interviews together using this negotiated agreement technique. Because agreement is negotiated along the way, there is no inter-rater agreement number. After the eighth interview, the first and second author independently coded the remaining interviews. Our final codebook contained 25 codes divided into 4 groups: demographics, systems/tools, process, and human CI interaction. The full codset is available on our companion site.

### 3.2 Survey

We created a survey with 21 questions to quantify the findings from our semi-structured interviews. The questions for the survey were created to answer our research questions, focusing on what benefits, barriers, and unmet needs developers have when using CI.

The survey consisted of multiple choice questions, with a final open-ended text field to allow participants to share any additional information about CI. The answers for these multiple choice questions were populated from the answers given by interview participants. We ensured completeness by including an “other” field where appropriate. To prevent biasing our participants, we randomized the order of answers in multiple-choice questions.

**Focused Population** We deployed our survey to a focused population of developers at Pivotal. Pivotal embraces agile development and also sponsors the development of Concourse CI. We sent our survey via email to 294 developers at Pivotal, and we collected 51 responses for a response rate of 17.3%. All respondents from Pivotal reported using CI.

**Broad Population** We believe there are many voices among software developers, and we wanted to hear from as many of them as possible. We chose our sampling method for the Broad Survey to reach as many developers as possible. We recruited participants by advertising our survey on social media (Facebook, Twitter, and reddit). As with all survey approaches, we were forced to make certain concessions\(^{5}\). When recruiting participants online, we can reach larger numbers of respondents, but in doing so, results suffer self-selection bias. To maximize participation, we followed guidelines from the literature\(^{42}\), including keeping the survey short and raffling one US$50 Amazon gift card to survey participants.

We collected 523 complete responses, and a total of 691 survey responses, from over 30 countries. Over 50% of our participants had over 10 years of software development experience, and over 80% had over 4 years experience.

### 4 ANALYSIS OF RESULTS

#### 4.1 Barriers

We answer *What barriers do developers face when using CI? (RQ1)*

We collected a list of barriers which prevent of hinder adoption and use of CI that our interview participants reported experiencing when using CI. We asked our survey participants to select up to three problems that they had experienced. If they had experienced more than three, we asked them to choose the three most common.

**B1 Troubleshooting a CI build failure** When a CI build fails, some participants begin the process of identifying why the build failed. Sometimes, this can be fairly straightforward. However, for some build failures on the CI server, where the developer does not have the same access as they have when debugging locally, troubleshooting the failure can be quite challenging. S4 described one such situation:

> If I get lucky, I can spot the cause of the problem right from the results from the Jenkins reports, and if not, then it becomes more complicated.

Table 1: Interview participants

<table>
<thead>
<tr>
<th>Subject</th>
<th>Exp.</th>
<th>Domain</th>
<th>Org. Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>8 yrs.</td>
<td>Content Platform Provider</td>
<td>Small</td>
</tr>
<tr>
<td>S2</td>
<td>20 yrs.</td>
<td>Content Platform Provider</td>
<td>Small</td>
</tr>
<tr>
<td>S3</td>
<td>4 yrs.</td>
<td>Developer Tools</td>
<td>Large</td>
</tr>
<tr>
<td>S4</td>
<td>10 yrs.</td>
<td>Framework Development</td>
<td>Large</td>
</tr>
<tr>
<td>S5</td>
<td>10 yrs.</td>
<td>Content Management</td>
<td>Large</td>
</tr>
<tr>
<td>S6</td>
<td>10 yrs.</td>
<td>Computer Security Startup</td>
<td>Small</td>
</tr>
<tr>
<td>S7</td>
<td>5 yrs.</td>
<td>Framework Development</td>
<td>Small</td>
</tr>
<tr>
<td>S8</td>
<td>5 yrs.</td>
<td>Media Platform</td>
<td>Medium</td>
</tr>
<tr>
<td>S9</td>
<td>6 yrs.</td>
<td>Language Development</td>
<td>Medium</td>
</tr>
<tr>
<td>S10</td>
<td>9 yrs.</td>
<td>CI Platform Development</td>
<td>Medium</td>
</tr>
<tr>
<td>S11</td>
<td>6 yrs.</td>
<td>Software Development Consulting</td>
<td>Medium</td>
</tr>
<tr>
<td>S12</td>
<td>10 yrs.</td>
<td>CI Platform Development</td>
<td>Small</td>
</tr>
<tr>
<td>S13</td>
<td>12 yrs.</td>
<td>Telecommunications</td>
<td>Large</td>
</tr>
<tr>
<td>S14</td>
<td>5 yrs.</td>
<td>Software Development Consulting</td>
<td>Medium</td>
</tr>
<tr>
<td>S15</td>
<td>2 yrs.</td>
<td>Infrastructure Management</td>
<td>Medium</td>
</tr>
<tr>
<td>S16</td>
<td>8 yrs.</td>
<td>Cloud Software Development</td>
<td>Medium</td>
</tr>
</tbody>
</table>
Another participant described how Wercker saves a container from the current changeset is integrated correctly, it must build the code and code in the container to debug a failed test.

B2 Overly long build times. Because CI must confirm that the current changeset is integrated correctly, it must build the code and run automated tests. This is a blocking step for developers, because they do not want to accept the changeset until they can be certain that it will not break the build. If this blocking step becomes too long, it reduces developers’ productivity. Many interview participants reported that their build times slowly grow over time, e.g., according to S10:

Absolutely [our build times grow over time]. Worst case scenario it creeps with added dependencies, and added sloppy tests, and too much I/O. That’s the worst case scenario for me, when it is a slow creep.

Other participants told us they had seen build times increase because of bugs in their build tools, problems with caching, dependency issues during the build process, and adding different styles of tests (e.g., acceptance tests) to the CI builds.

To dig a little deeper, we examined in-depth what developers meant by overly long build times. S9 said:

My favorite way of thinking about build time is basically, you have tea time, lunch time, or bedtime. Your builds should run in like, 5-ish minutes, however long it takes to go get a cup of coffee, or in 40 minutes to 1.5 hours, however long it takes to go get lunch, or in 8-ish hours, however long it takes to go and come back the next day.

One way tool makers have tried to help developers is via better logging and storing test artifacts to make it easier to examine failures. One participant described how they use Sauce Labs, a service for automated testing of web pages, in conjunction with their CI. When a test fails on Sauce Labs, there is a recording that the developers can watch to determine exactly how their test failed. Another participant described how Wercker saves a container from each CI run, so one can download the container and run the code in the container to debug a failed test.

Fowler [14] suggests most projects should try to follow the XP guideline of a 10-minute build. When we asked our Broad Survey participants what is the maximum acceptable time for a CI build to take, the most common answer was also 10 minutes, as shown in Figure 1.

Many of our interview participants reported having spent time and effort reducing the build time for their CI process. S15 said:

[When the build takes too long to run], we start to evaluate the tests, and what do we need to do to speed up the environment to run through more tests in the given amount of time. ... Mostly I feel that CI isn’t very useful if it takes too long to get the feedback.

When we asked our survey participants, 96% of Focused Survey participants and 78% of Broad Survey participants said they had actively worked to reduce their build times. This shows long build times are a common barrier faced by developers using CI.

B3 Automating the build process. CI systems automate the manual process that developers previously followed when building and testing their code. The migration of these manual processes to automated builds requires that developers commit time and resources before the benefits of CI can be realized.

B4 Lack of support for the desired workflow. Interview participants told us that CI tools are often designed with a specific workflow in mind. When using a tool to implement a CI process, it can be difficult to use if one is trying to use a different workflow than the one for which the tool was designed. For example, when asked how easy it is to use CI tools, S2 said:

Umm, I guess it really depends on how well you adopt their workflow. For me that’s been the most obvious thing. As soon as you want to adopt a slightly different branching strategy or whatever else, it’s a complete nightmare.

B5 Maintaining a CI server or service. This barrier is similar to N1 Easier configuration of CI servers or services; see section 4.2.

B6 Setting up a CI server or service. For our interview participants, setting up a CI server was not a concern when writing open-source code, as they can easily use one of several CI services available for free to open-source projects. We found that large commercial projects, while very complex, often have the resources to hire dedicated personnel to manage their CI pipeline. However, developers on small proprietary projects do not have the resources to afford CI as a service, nor do they have the hardware and expertise needed to setup CI locally. S9, who develops an app available on the Apple App Store, said:

[Setup] took too much time. All these tools are oriented to server setups, so I think it’s very natural if you are running them on a server, but it’s not so natural if you are running them on your personal computer. ... this makes a lot of friction if you want to set [CI] up on your laptop.

Additionally, in the comments section of our survey, we received several comments on this issue, for example:

[We need] CI for small scale individual developers! We need better options IMO.

While some of these concerns can be addressed by tool builders creating tools targeted for smaller scale developers, more research is needed to determine how project size impacts the usage of CI.
We next answer who was running his own CI server, said:

"was not meeting their needs."

Open-source developers often use CI as a service, which allows for configuration is correct, and to help instantiate new configurations.

Large software companies rely on the CI engineers to ensure that the simple workflow. From our interviews, we find that developers for flexibility can require a large amount of configuration even for a CI tools offer a great deal of flexibility in how they can be used, this can be a major issue. For developers working on company driven open-source projects, this can also be a concern. S9 said:

"depending on your project, you may have an open-source project, but secrets living on or near your CI system."

Configuring the security and access controls is vital to protecting those secrets. S16, who uses CI as a service, described how their CI pipelines have access to the entire source code of a given project, security and access controls are vitally important. For CI pipelines that exist entirely inside of a company firewall, this may not be as much of a concern, but for projects using CI as a service, this can be a major issue. For developers encountering increased complexity, increased time costs, and new security concerns when working with CI. Many of these issues are side-effects of implementing new CI features such as more configurability, more rigorous testing, and greater access to the development pipeline.

### 4.2 Needs

We next answer What unmet needs do developers have with CI tools? (RQ2) In addition to describing problems they encounter when using CI, our interview participants also described gaps where CI was not meeting their needs.

#### N1 Easier configuration of CI servers or services

While many CI tools offer a great deal of flexibility in how they can be used, this flexibility can require a large amount of configuration even for a simple workflow. From our interviews, we find that developers for large software companies rely on the CI engineers to ensure that the configuration is correct, and to help instantiate new configurations. Open-source developers often use CI as a service, which allows for a much simpler configuration. However, for developers trying to configure their own CI server, this can be a substantial hurdle. S8, who was running his own CI server, said:

"The configuration and setup is costly, in time and effort, and yeah, there is a learning curve, on how to setup Jenkins, and setup the permissions, and the signing of certificates, and all these things. At first, when I didn’t know all these tools, I would have to sort them out, and at the start, you just don’t know..."

#### N2 Better tool integration

Our interview participants told us that they would like their CI system to better integrate with other tools. For example, S3 remarked:

"It would also be cool if the CI ran more analysis on the code, rather than just the tests. Stuff like Lint, FindBugs, or it could run bug detection tools. There are probably CIs that already do that, but ours doesn’t."

Additionally, in our survey responses, participants added in the “other” field both technical problems, such as poor interoperability between node.js and Jenkins, as well as non-technical problems, such as “The server team will not install a CI tool for us”.

#### N3 Better container/virtualization support

One core concept in CI is that each build should be done in a clean environment, i.e., it should not depend on the environment containing the output from any previous builds. Participants told us that this was very difficult to achieve before software-based container platforms, e.g., Docker. However, there are still times when the build fails, and in doing so, breaks the CI server. S15 explained:

"...there will be [CI] failures, where we have to go through and manually clean up the environment."

S3 had experienced the same issues and had resorted to building Docker containers inside other Docker containers to ensure that everything was cleaned up properly.

#### N4 Debugging assistance

When asked about how they debug test failures detected by their CI, most of our participants told us that they get the output logs and start their search there. These output logs can be quite large in size though, with hundreds of thousands of lines of output, from thousands of tests. This can create quite a challenge when trying to find a specific failure. S7 suggested that they would like their CI server to diff the output from the previous run and hide all the output which remained unchanged. S15, who worked for a large company, had developed an in-house tool to do exactly this, to help developers find errors faster by filtering the output to only show changes from the previous CI run.

#### N5 User interfaces for modifying CI configurations

Many participants described administering their CI tools via configuration scripts. However, participants expressed a desire to make these configuration files editable via a user interface, which they felt would be easier. S3 said:

"Most of the stuff we are configuring could go in a UI ... We are not modifying heavy logic. We just go in a script and modify some values. ... So all of the tedious stuff you modify by hand could go into a UI."

Additionally, multiple participants also added “Bad UI” as a free-form answer to the question about problems experienced with CI. Developers want to be able to edit their configuration files via user interfaces, but they also want to be able to commit these configurations to their repository. Our interview participants told us they want to commit the configurations, because then when they fork a repository, the CI configurations are included with the new fork as well.

#### N6 Better notifications from CI servers or services

Almost all participants had the ability to setup notifications from their CI server, but very few found them to be useful. When asked about notifications from his CI, S7 said that he will routinely receive up
We next answer why developers use CI? (RQ3) We identified developer motivations from the interviews.

M1 CI helps catch bugs earlier. Preventing the deployment of broken code is a major concern for developers. Finding and fixing bugs in production can be an expensive and stressful endeavor. Kerzazi and Adams [22] reported that 50% of all post-release failures were because of bugs. We would expect that preventing bugs from going into production is a major concern for developers. Indeed, many interview participants said that one of the biggest benefits of CI was that it identifies bugs early on, keeping them out of the production code. For example, S3 said:

> [CI] does have a pretty big impact on catching bugs. It allows us to find issues even before they get into our main repo, ... rather than letting bugs go unnoticed, for months, and letting users catch them.

M2 Less worry about breaking the build. Kerzazi et al. [23] reported that for one project, up to 2,300 man-hours were lost over a six month period due to broken builds. Not surprisingly, this was a common theme among interview participants. For example, S3 discussed how often this happened before CI:

> ...and since we didn’t have CI it was a nightmare. We usually tried to synchronize our changes, ... [but] our build used to break two or three times a day.

S2 talked about the repercussions of breaking the build:

> [When the build breaks], you gotta wait for whoever broke it to fix it. Sometimes they don’t know how, sometimes they left for the day, sometimes they have gone on vacation for a week. There were a lot of points at which all of us, a whole chunk of the dev team was no longer able to be productive.

Motivations

<table>
<thead>
<tr>
<th>Motivation</th>
<th>Broad</th>
<th>Focused</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 CI helps us catch bugs earlier</td>
<td>75%</td>
<td>86%</td>
</tr>
<tr>
<td>M2 CI makes us less worried about breaking our builds</td>
<td>72%</td>
<td>82%</td>
</tr>
<tr>
<td>M3 CI provides a common build environment</td>
<td>70%</td>
<td>78%</td>
</tr>
<tr>
<td>M4 CI helps us deploy more often</td>
<td>68%</td>
<td>75%</td>
</tr>
<tr>
<td>M5 CI allows faster iterations</td>
<td>57%</td>
<td>76%</td>
</tr>
<tr>
<td>M6 CI makes integration easier</td>
<td>57%</td>
<td>75%</td>
</tr>
<tr>
<td>M7 CI can enforce a specific workflow</td>
<td>40%</td>
<td>51%</td>
</tr>
<tr>
<td>M8 CI allows testing across multiple platforms</td>
<td>29%</td>
<td>73%</td>
</tr>
</tbody>
</table>

Table 4: Developers’ motivation for using CI

> M3 Providing a common build environment. One challenge developers face is ensuring that the environment contains all dependencies needed to build the software. By starting the CI process with a clean environment, fetching all the dependencies, and then building the code each time, developers can be assured that they can always build their code. Several developers told us that in their team if the code does not build on the CI server, then the build is considered broken, regardless of how it behaves on an individual developer’s machine. For example, S5 said:

> ...if it doesn’t work here (on the CI), it doesn’t matter if it works on your machine.

M4 CI helps projects deploy more often. Our previous work [19] found that open-source projects that use CI deploy twice as often as projects that do not use CI. In our interviews, developers told us that they feel that CI helped them deploy more often. Additionally, developers told us that CI enabled them to have shorter development cycles than they otherwise would have, even if they did not deploy often for business reasons. For example, S14 said:

> [Every two weeks] we merge into master, and consider that releasable. We don’t often release every sprint, because our customer doesn’t want to. Since we are a services company, not a products company, it’s up to our customer to decide if they want to release, but we ensure every two weeks our code is releasable if the customer chooses to do so.

M5 CI allows faster iterations. Participants told us that running CI for every change allows them to quickly identify when the current changeset will break the build, or will cause problems in some other location(s) of the codebase. Having this immediate feedback enables much faster development cycles. This speed allows developers to make large changes quickly, without introducing a large amount of bugs into the codebase. S15 stated:

> We were able to run through up to 10 or 15 cycles a day, running through different tests, to find where we were, what solutions needed to be where. Without being able to do that, without that speed, and that feedback, there is no way we could have accomplished releasing the software in the time frame required with the quality we wanted.

M6 CI makes integration easier. Initially, CI was presented as a way to avoid painful integrations [14]. However, while developers do think CI makes integration easier, it is not the primary reason that motivates developers to use CI. For many developers, they see their VCS as the solution to difficult integrations, not the CI.

M7 Enforcing a specific workflow. Prior to CI, there was no common way for tools to enforce a specific workflow (e.g., ensuring all tests are run before accepting changes).

This is especially a concern for distributed teams, where it is harder to overcome tooling gaps through informal communication channels. However, with CI, not only are all the tests run on every changeset, but everyone knows what the results are. Everyone on the team is aware when a code breaks the tests or the builds, without having to download the code and check the test results on their own machine. This can help find bugs faster and increase team awareness, both of which are important parts of code review [2]. S16 told us that he was pretty sure that before they added CI to their project, contributors were not running the tests routinely.
We next answer the research question What benefits do developers value to automated tests?

We are testing across more platforms now, it is not just OS X and Linux, which is mostly what developers on projects run. That has been useful.

Nevertheless, one survey participant responded to our open-ended question at the end of the survey:

Simplifying CI across platforms could be easier. We currently want to test for OS X, Linux and Windows and need to have 3 CI services.

While this is a benefit already realized for some participants, others see this as an area in which substantial improvements could be made to CI to provide additional support.

Developers use CI to guarantee quality, consistency, and visibility across different environments. However, adding and maintaining automated tests causes these benefits to come at the expense of increased time and effort.

4.4 Experiences

We next answer the research question What benefits do developers experience using CI? (RQ4)

Devanbu et al. [11] found that developers have strongly held beliefs, often based on personal experience more than research results, and that practitioner beliefs should be given due attention. In this section we present developers’ beliefs, gathered from interviews, about using CI. Our results show developers are very positive about the use of CI.

**E1 Developers believe projects with CI give more value to automated tests.** Several participants told us that before using CI, although developers would write unit tests, they often would not be run, and developers did not feel that writing tests was worth the effort. S11 related:

Several situations I have been in, there is no CI, but there is a test suite, and there is a vague expectation that someone is running this test sometimes. And if you are the poor schmuck that actually cares about tests, and you are trying to run them, and you can’t get anything to pass, and you don’t know why, and you are hunting around like “does anyone else actually do this?”

However, due to the introduction of CI, developers were able to see their tests being run for every changeset, and the whole team becomes aware when the tests catch an error that otherwise would have made it into the product. S16 summarized this feeling:

[CI] increases the value of tests, and makes us more likely to write tests, to always have that check in there. [Without CI, developers] are not always going to run the tests locally, or you might not have the time to, if it is a larger suite.

**Observation**

Developers use CI to guarantee quality, consistency, and visibility across different environments. However, adding and maintaining automated tests causes these benefits to come at the expense of increased time and effort.

**Figure 2: Do developers on projects with CI give (more/similar/less) value to automated tests?**

Data Sources: (B)road Survey, (F)ocused Survey

**E2 Developers believe projects with CI have higher quality tests.** Interview participants told us that because projects that use CI run their automated tests more often, and the results are visible to the entire team, this motivates developers to write higher quality tests.

Several participants claimed that using CI resulted in higher test coverage, which they equate with higher quality tests. For example, S8 stated:

... We jumped the coverage from a single digit to 50% of the code base in one year.

To confirm this, we asked the same question of survey participants. Figure 3 shows that the survey participants overwhelmingly agree that projects with CI have higher quality tests.

**Figure 3: Do projects with CI have (higher/similar/lower) test quality?**

Data Sources: (B)road Survey, (F)ocused Survey

**E3 Developers believe projects that use CI have higher code quality.** Developers believe that using CI leads to higher code quality. By writing a good automated test suite, and running it after every change, developers can quickly identify when they make a change that does not behave as anticipated, or breaks some other part of the code. S10 said:

CI for me is a very intimate part of my development process. ... I lean on it for confidence in all areas. Essentially, if I don’t have some way of measuring my test coverage, my confidence is low. ... If I don’t have at least one end-to-end test, to make sure it runs as humans expect it to run, my confidence is low.

**Figure 4: Do projects with CI have (higher/similar/lower) code quality?**

Data Sources: (B)road Survey, (F)ocused Survey

**E4 Developers believe projects with CI are more productive.** According to our interview participants, CI allows developers to focus more on being productive, and to let the CI take care of boring, repetitive steps, which can be handled by automation. S2 said:

**Figure 5: Are developers on projects with CI (more/similar/less) productive?**

Data Sources: (B)road Survey, (F)ocused Survey
We discuss the trade-offs developers face when using CI, the implications of those trade-offs, and the differences between our two surveys.

5.1 CI Trade-Offs

As with any technology, developers who use CI should be aware of the trade-offs that arise when using that technology. We will look into three trade-offs that developers should be aware of when using CI: Assurance, Security, and Flexibility.

Assurance (Speed vs Certainty): Developers must consider the trade-off between speed and certainty. One of the benefits of CI is that it improves validation of the code (see M1, M2, and M9). However, the certainty that code is correct comes at a price. Building and running all these additional tests causes the CI to slow down, which developers also considered a problem (see B2, M10). Ensuring that their code is correctly tested, but keeping build times manageable, is a trade-off developers must be aware of. Rothermel et al. [34] also identify this trade-off in terms of running tests as a motivation for test prioritization.

Security (Access vs Information Security): Information security should be considered by all developers. Developers are concerned about security when using CI (see B8, N7). This is important because a CI pipeline should protect the integrity of the code passing through the pipeline, protect any sensitive information needed during the build and test process (e.g., credentials to a database), as well as protect the machines that are running the CI system. However, limiting access to the CI pipeline conflicts with developers’ need for better access (see B1, N4). During our interviews, developers reported that troubleshooting CI build failures was often difficult because they did not have the same access to code running on a CI system, as they did when running it locally on their own machine. Providing more access may make debugging easier, but poses challenges when trying to ensure the integrity of the CI pipeline. Post and Kagan [32] examine this trade-off for knowledge workers, and found security restrictions hinder a third of workers from being able to perform their jobs.

5.2 Implications

Each of these three trade-offs leads to direct implications for developers, tool builders, and researchers.

Assurance (Speed vs Certainty): Developers should be careful to only write tests that add value to the project. Tests that do not provide value still consume resources every CI build, and slow down the build process. As more tests are written over time, build times trend upward. Teams should schedule time for developers to maintain their test suites, where they can perform tests such as removing unneeded tests [40], improving the test suite by filling in gaps in coverage, or increasing test quality.

Developers face difficult choices about the extent to which each project should be tested, and to what extent they are willing to slow down the build process to achieve that level of testing. Some projects can accept speed reductions because of large, rigorous tests. However, for other projects, it may be better to keep the test run times faster, by only executing some of the tests. While this can be done manually, developers should consider using advanced test selection/minimization approaches [4, 12, 16, 20, 54].

Tool builders can support developers by creating tools that allow developers to easily run subsets of their testing suites [54]. Helping developers perform better test selection can trade some certainty for speed gains.

Researchers should investigate the trade-offs between speed and certainty. Are there specific thresholds where the build duration matters more than others? Our results suggest that developers find it important to keep build times under 10 minutes. Researchers should find ways to give the best possible feedback to developers within 10 minutes. Another avenue for researchers is to build upon previous work [13] using test selection and test prioritization to make the CI process more cost effective.

Security (Access vs Information Security)

Developers should be cognizant of the security concerns that extra access to the CI pipeline introduces. This is especially a concern for developers inside companies where some or all of their code is open source. One interview participant told us that they navigate the dichotomy between security and openness by maintaining both an internal CI server that operates behind their company firewall, and using Travis CI externally. They cannot expose their internal CI due to confidentiality requirements, but they use external CI to...
be taken seriously and maintain a positive relationship with the developer community at large.

**Tool Builders** should provide developers with the ability to have more access to the build pipeline, without compromising the security of the system. One way of accomplishing this is to provide fine-grained account management with different levels of access, e.g., restricting less trusted accounts to view-only access of build results, and allowing trusted accounts to have full access to build results and management features in the CI system.

**Researchers** should explore the security challenges that arise when using CI. Although CI aims at automating and simplifying the testing and validation process, the increased infrastructure provides additional attack vectors that can be exploited. The security implications of CI require more thorough examination by security researchers in particular. Researchers should also examine the feasibility of creating systems that allow developers to safely expose their CI systems without compromising their security.

**Flexibility (Configuration vs Simplicity)**

**Developers** should recognize that custom development processes bring complexity, increase maintenance costs, installation costs, etc. They should consider adopting convention over configuration if they want to reduce the complexity of their CI system. Developers should strive to keep their processes as simple as possible, to avoid adding unneeded complexity.

Developers should consider the long-term costs of highly complex custom CI systems. If the CI becomes overly complex, and the administration is not shared among a team, there is a vulnerability to the overall long-term viability if the maintainer leaves the project. Developers should also consider the long-term maintenance costs when considering adding complexity to their CI pipeline.

**Tool Builders** must contend with developers that want expanded UIs for managing the CI pipeline, as well as having the underlying configurations be captured by version-control systems. Tool Builders should create tools that allow for UI changes to configurations, but also output those configurations in simple text files that can be easily included in version control.

**Researchers** should collect empirical evidence that helps developers, who wish to reduce complexity by prioritizing convention over configuration, to establish those conventions based on evidence, not on arbitrary decisions. Researchers should develop a series of empirically justified “best practices” for CI processes. Also, researchers should evaluate the claims of developers who strongly believe that CI improves test quality, and that CI makes them more productive.

### 5.3 Focused (Pivotal) vs Broad Survey Results

We deployed the Focused Survey at a single company (Pivotal), and the Broad Survey to a large population of developers using social media. After performing both surveys, we discussed the findings with a manager at Pivotal, and these discussions allowed us to develop a deeper understanding of the results.

**Flaky Tests** The survey deployed at Pivotal contained 4 additional questions requested by Pivotal. One question asked developers to report the number of CI builds failing each week due to true test failures. Another question asked developers to estimate the number of CI builds failing due to non-deterministic (flaky) tests [27]. Figure 6 shows the reported number of CI build failures because of flaky tests, as well as failures due to true test failures. There was no significant difference between the two distributions (Pearson’s Chi-squared test, p-value = 0.48), suggesting that developers experienced similar numbers of flaky and true CI failures per week. However, for the largest category, >10 fails a week, there were twice as many flaky failures as true failures.

When we discussed our findings with the manager at Pivotal, he indicated this was the most surprising finding. He related that at Pivotal, they have a culture of trying to remove flakiness from tests whenever possible. That claim was supported by our survey response, where 97.67% of Pivotal participants reported that when they encounter a flaky test, they fix it. Nevertheless, our participants reported that CI failures at Pivotal were just as likely to be caused by flaky tests as by true test failures.

![Figure 6: Flaky vs True test failures reported by Pivotal developers (N=42)](image)

**Build Times** Focused Survey respondents indicated that their CI build times typically take “greater than 60 minutes”. This is in contrast with the “5-10 minutes” average response from respondents in the Broad Survey. This difference can also be observed in the acceptable build time question, in which Focused Survey respondents selected “varies by project” most often compared to the Broad Survey respondents that selected “10 minutes” as the most commonly acceptable build time.

Pivotal management promotes the use of CI, and its accompanying automation, for as many aspects of their software development as possible. According to the manager at Pivotal, the difference in responses for actual and acceptable build times can be explained by the belief that adhering to test-driven development results in significantly more unit tests, but for Pivotal, the extra testing is worth the longer CI build times. The manager also suggested that the addition of multiple target platforms in CI builds will also necessarily increase build times. Therefore, at Pivotal, while they seek to reduce those times whenever possible, they accept longer build times when necessary.

**Maintenance Costs** Focused Survey respondents reported experiencing “troubleshooting a CI build failure”, “overly long CI build times”, and “maintaining a CI server or service” more often than the Broad Survey respondents. When asked, the manager at Pivotal indicated that they actively promote a culture of process ownership within their development teams, so the developers are responsible for maintaining and configuring the CI services that they use. They also said that the CI systems they use are more powerful and complex than other CI systems, resulting in a more complicated setup, but provides more control over the build process.
6 THREATS TO VALIDITY

Replicability Can others replicate our results? Qualitative studies in general are very difficult to replicate. We address this threat by conducting interviews, a focused survey at a single company, and a large-scale survey of a broad range of developers. The interview script, code set, survey questions, and raw data can be found on our companion site. We cannot publish the transcripts because we told the interview participants we would not release the transcripts.

Construct Are we asking the right questions? To answer our research questions, we used semi-structured interviews [41], which explore themes while also letting participants bring up new ideas throughout the process. By allowing participants to have the freedom to bring up topics, we avoid biasing the interviews with our preconceived ideas of CI.

Internal Did we skew the accuracy of our results with how we collected and analyzed information? Interviews and surveys can be affected by bias and inaccurate responses. These could be intentional or unintentional. We gave interviewees gift cards for their participation and offered the survey participants the chance to win a gift card, which could bias our results. To mitigate these concerns, we followed established guidelines in the literature [31, 39, 42] for designing and deploying our survey. We ran iterative pilots for both studies and the surveys, and kept the surveys as short as possible.

External Do our results generalize? By interviewing selected developers, it is not possible to understand the entire developer population. To mitigate this, we attempted to recruit as diverse a population as possible, including 14 different companies, and a wide variety of company size and domains. We then validate our responses using the Focused Survey with 51 responses, and the Broad Survey with 523 responses from over 30 countries. Because Pivotal is a company which builds CI tools, the results could be biased in favor of CI. To mitigate this, we widely recruited participants for the Broad Survey. However, because we recruited participants for the Broad Survey by advertising online, our results may be affected by self-selection bias.

7 RELATED WORK

Continuous Integration Studies Vasilescu et al. [50] performed a preliminary quantitative study of quality outcomes for open-source projects using CI. Our previous work [19] presented a quantitative study of the costs, benefits, and usage of CI in open-source software. These studies do not examine barriers or needs when using CI, nor do they address the trade-offs developers must contend with. In contrast to these studies, we develop a deep understanding of the barriers and unmet needs of developers through interviews and surveys. We also discover trade-offs users face when using CI.

Debbiche et al. [10] present a case study of challenges faced by a telecommunications company when adopting CI. They present barriers from a specific company, but provide no generalized findings and do not address needs, experiences, or benefits of CI.

Other researchers have studied ways to improve CI. Ståhl and Bosch [44] study automated software integration, a key building block for CI. Elbaum et al. [13] examined the use of regression test selection techniques to increase the cost-effectiveness in CI. Vos et al. [52] propose running CI tests even after deployment, to check the production code. Muşlu et al. [29] ran tests continuously in the IDE, even more often than in CI. Staples et al. [45] describe Continuous Validation as a potential next step after CI/CD.

Other work related to CI and automated testing includes generating acceptance tests from unit tests [21], black-box test prioritization [18], ordering of failed unit tests [17], generating automated tests at runtime [43], and prioritizing acceptance tests [43].

Continuous Delivery Continuous Delivery (CD), the automated deployment of software, is enabled by the use of CI. Olsson et al. [30] performed a case study of four companies transitioning to continuous delivery. They found some similar barriers when transitioned to CD as we find for CI, including automating the build process (B3), lack of support for desired workflow (B4), and lack of tool integration (B7).

Leppänen et al. [26] conducted semi-structured interviews with 15 developers to learn more about CD. Their paper does not have any quantitative analysis and does not claim to provide generalized findings. Others have studied CD and MySQL schemas [9], CD at Facebook [37], and the tension between release speed and software quality when doing CD [38].

Developer Studies We perform a study of developers to learn about their barriers, unmet needs, motivations, and experiences. Many other researchers have also studied developers, e.g., to learn how DevOps handles security [49], developers’ debugging needs [25], and how developers examine code history [8].

Automated Testing Previous work has examined the intertwined nature of CI and automated testing. Stolberg [46] and Sumrell [47] both provide experience reports of the effects of automating tests during transitions to CI. Santos and Hindle [36] used Travis CI build status as proxy for code quality.

8 CONCLUSIONS AND FUTURE WORK

Software teams use CI for many activities, including to catch errors, make integration easier, and deploy more often. Despite the many benefits of CI, developers still encounter a wide variety of problems with CI. We hope that this paper motivates researchers to tackle the hard problems that developers face with CI.

For example, future work should examine the relationship between developers’ desired and actual build times when using CI. Another area that we identified for future work is a deeper analysis into flaky tests. Flaky test identification tools could automatically detect flaky tests to help developers know if CI failures are due to flaky tests or legitimate test failures. CI is here to stay as a development practice, and we need continuous improvement (“CI” of a different kind) of CI to realize its full potential.
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